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Keldysh [ I 1 has determined the convergence of Galerkin' s method for 

equations without retardation. In the present article his results are 

applied to the case of a linear equation of the second order with a re- 

tarding argument. 

Let us examine a homogeneous boundary-value problem of just such an 

equation: 

L [y (x)] zz $ [p (2) TF ] + h {& IQ0 (4 Y WI + ro (4 Y (4) + 

+i {2%[qj(v~“(” 
1 j=1 dx 

- hj (4)lf ‘j (4 Y (I - Aj(4) = f (4 
(1) 

y (cc) EE 0 on the initial set E,, Y (0) = Y (1) = 0 (2) 

Here. p(x), qo(x). ro(x). as well as qj(X), rj(“) ( j = 1, -.., a) 
are continuously differentiable functions, given for 0 < x < 1, the func- 

tion p(x) is zero nowhere; retardations hi(x) are the continuously non- 
negative differentiable functions (0 d hi(x) Q 1); f(x) is a continuous 

function; x is the constant complex number from a certain bounded region 

D of plane X. 

Let us note that requirement y(x) I 0 on E, is not a restriction of 

generality, since, if y(r) = $ (x) & 0 on E,, we obtain the present 
situation through substitution of yI(x) = y(x) - I,&%). Under these con- 
ditions the right-hand part of (1) will contain a different function 

f,(x). We Will seek an approximation of the solution of the boundary- 
value problem (l), (2) in the form of 

Ym (x) = %(m)Q (2) -t- * * 8 t ~,@%J&) (3) 

(pk(5) = 0 on B,, ‘Pk (O) = ‘pk (*) = ’ 

873 
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The system of functions 

~,wf~:), (p2'(4,. . . (4) 

is complete and normally orthogonal in L2[o.1] with weight p(x). 

We will determine the coefficients *k(l) (k = 1, . . . , a) of Expression 
(3) from the system of equations 

1 

I * L [Y, (x)] Cpi (2) dX = ’ f (x) ‘pi (2) dx s (i = 1 ,...,m) 

0 0 

which may be written in the form of 

‘ifrn’ + ~ (~Cik f dik) a,(m) - fi = 0 (i = 1 ,. ..,mj 
k-1 

(5) 

where 1 
cik = 1 [Q. (Xl ‘pk (02) vpi’ (sj - rO fx) ‘pk txf % +)ldx 

0 
n 1 

dik = 
[qj (2) (pk (X - hj (2)) vi’ (z) - ‘j (2) ‘Pk lx - hj (‘)) ‘Pi tx)l ” (6) 

fi = - i j f (4 9, (4 dx 
0 

We obtain system (5) through truncation of the infinite system of 
equations 

(i = 1,2, . ..) (7) 

For a proof of the convergence of Galerkin’s method it is sufficient 
to establish that: 

11 Solution y(x) of problem (I), (21 and solUtiOn { ak] of system (7) 
are equivalent in the following sense. 

a) solution aI, a2, . ., of system (‘7) with a convergent sum of squares 
a12 + a22 + . . * < + - corresponds to each solution y(r) of the problem 
(1). (21, whereby 

1 

ak = 5 P ix) Y’ (2) ‘Pk’ fx) dx (L = I, 2, * +.) 

0 

(8)r 

b) To each solution aI, a2, .., of system (7) with a convergent sum 
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of the squares corresponds solution y(x) of the problem (1). (2). related 
with al, ag, . . . by Formulas (8). 

2) When B + =, the solution of system (7) exists and is a limit of the 
solutions of the systems #of (5) or 

lim 5 1 u&.-_-p) 2=0 i as m-+= 
k=l 

Statement (1) implies that the solution of problem (1). (2) also 
exists and is unique, wherever the same is true of the system (7) equi- 
valent to it. 

Statement (2) implies that the solution of system (‘7) exists and is 
unique in all cases where X is not a characteristic value of a homo- 
geneous system corresponding to system (7). 

Accordingly, statements (1) and (2) together imply not only the con- 
vergence of Galerkin’s method but also the fact itself of the existence 
and uniqueness of the solution of problem (11. (2). 

Proof of statement f. a) Let y(r) be the solution of problem (l), (2). 
Then we obtain from Equation (1) and conditions (21 

L [y (z)] I= f (z) and ’ y’ (2) dx = 9 (1) - y (0) = 0 
s 

(2) 

respectively. 0 

Since 
1 

I -cp,'(z)dx=O (k .= 1, 2, . . .) WI 

0 

and since the system of functions (4) is complete, we may represent y’(x) 
in the form of a Fourier series 

Y’ (4 = fij akqk’ (4 
k=l 

where ak are found according to Formulas (8). Generally SPSSking, the 

series (11) converges in the mean; however, if we integrate it, we obtain 
a uniformly convergent series: 

If we substitute this series into the identity L[ y(x) 1 I f(x). we 
obtain (after having taken into account notations (6) and having inte- 
grated by parts) the identities 
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ai + i (cikh + dik) ak - fi 2 o (i = f,2, . ..) (13) 
k=l 

The identities (13) indicate that OI, 02, o *. , 
to Formulas (B), represent the solution of system 

2 2 of the series a1 + a2 . *. follows from the fact 
coefficients of the converging Fourier series. 

calculated according 
(7). The convergence 
that the ak are the 

b) If aI, a2,, *,a are now the solution of system (7) and aI2 + a22 + 

. . . < 00, then, according to the Riesz-Fischer theorem, there exists a 
certain function q(r) which expands into a Fourier series according to 
the complete system of fUUctiOUs (4) with expansion coefficients ak 

q cx) = 5 ‘k’Pk’ (I) 
k=l 

Let us assume 

Thereupon, q(x) = y’(x) and ak are computed according to Formulas (8). 
If we now integrate (14), we obtain an expansion y(x) into a uniformly 
convergent series (12) s 

Substituting, according to Formulas (8). the expressions for ai into 
identities (13). and carrying out the same process for Cik, dik and fi 
according to Formulas (6), we obtain 

1 

c ~(~)Y’(x)~~(x)dx+~lak { h j [QO (2) ‘Pk (2) ‘pi‘ tx) - '0 (XI (Ph. Cx) ‘Pi (~11 dX $- 
Ii 0 

-+ i ‘c [qj (2) ‘pk tx - hj (‘)) ‘pi’ tx) - 
1 

rj (x) (PK (X - hj (2)) ‘pi (x)1 dX 
j=l ;, 

> s + f (X) ‘Pi (X) dX f 0 
0 

If we alter the order of summation and integration (the series con- 
verges uniformly) in the latter identity and take into aCCOUnt (121, we 

obtain 
7 1 

p (2) Y’ (x) ‘pi’ (X) dx + h 
5 

[PO (2) Y (2) ‘Pi’ (X) - rO (2) Y (2) Vi (~11 dx f (15) 
0 

+ -j \ [qj (2) Y (x - hj (4) ‘pi’ (4 - 
1 

rj (x) y (X - hj (X)) ‘pi (X)] dz + f (2) ‘Pi (2) dX z 0 
j=l 6 
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1 

6 ~Pi'(I){P(r)yl(s)+h~40(~)Y(~) +I 0 ro(E)Yw5]+ 

-+i [~j(x~Y(~~kj(z))+~rj(E)yo)dSl-Tio (i = 1, 2, *..) 

j=l 0 Ii 

Since the system of functions (4) is complete, we obtain from identity 
(15), taking (10) into account. 

+i [qj (2) Y (X--j (2)) + \rj (El Y (E-kj (El) G]-[ f (E)dE =cOnSt 
j=l 6 0 

Differentiating the latter relation with respect to x, we obtain 
identity (9). and this indicates that y(x) is a solution of problem (l), 

(2). 

Proof of statement 2. The infinite system of equations (7) has been 
investigated by Koch in a series of works. Koch’s results 12 1 indicate 
that the solution of the system of the type (‘7) exists and is a limit of 
the sequence of the solutions of system (5), if x is not a characteristic 
value of system (7) and of systems (5). and if the series 

(16) 
i=l k=l 

converges uniformly with respect to h in region D. Under these condi- 
tions, if x is not a characteristic value of system (7), it is not a 
value of any of the systems (5). 

Consequently. for a proof of statement 2, it is sufficient to establish 
a uniform convergence of series (16). If h = max 1x1 , it is sufficient to 
demonstrate, for a proof of the uniform convergence of series (16). that 

Co co 30 00 00 03 

2 2 I ACik+ dik I2 d I A I2 2 2 I ‘ik I2 + 2 2 I dik I2 < 00 

i=l k=l i=i k=l i=l k=l 

i.e. that the series 
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TO (XI 9, fxI ‘Pi (If ‘X I ’ s i 5 1 qj (x) qk (x - hi tx)f vi’ (x)dx I2 
&I k=l ,, 

(j=l*..*,n) 

converge. Let us prove the convergence of the first two series (the con- 
vergence of the two other series is proved by analogous arguments). We 
have 

rj (2) ~pk(~-hj(~)) vi(z) dX/‘< z] 2 \ I’j(“)cPi(“)12dz 

i=l k=xo 

Bessel’s and Schwa&s inequalities were employed for the evaluations. 
Statement 2 is thus proved. 

the 
Note. If all retardations are constant (hi.(%) = hi = cons-t), then, on 

basis of the results of [ 3 1 , the method described above may be used 
to demonstrate the existence of the solution of a heterogeneous probleol 
for the characteristic values 

L[.t/(t)]=O, Y(x)=$&) (-hfs<O, h=maXhj). 
j 

9 (ot = Y tot = Y fi) = 0 

and to calculate their approximated values. 

In conclusion, let me take the opportunity to thank L.E. El’sgol’ts 
for proposing the problem to me and for his attention to my work. 
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